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(57) ABSTRACT

In some implementations, a memory controller is configured
receive a data word to be stored in the memory, generate error
checking and correcting (ECC) information for the data word,
the data word and ECC information forming an encoded
word, and distribute bits of the encoded word across the
plurality of concurrently accessible memory devices in accor-
dance with one or more indications specifying a number of
the bits of the encoded word to store in a wordline of each of
the plurality of concurrently accessible memory devices,
wherein bits of the data word are to be stored in two or more
memory devices of the plurality of memory devices, and bits
of the ECC information are to be stored in two or more
memory devices of the plurality of memory devices.
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PROVIDING ERROR CHECKING AND
CORRECTING (ECC) CAPABILITY FOR
MEMORY

CROSS REFERENCE TO RELATED
APPLICATION

This disclosure claims the benefit of priority under 35
U.S.C. §119(e) of U.S. Provisional Application No. 61/622,
404, filed on Apr. 10, 2012, and titled “Method and Apparatus
for Performing Advanced Error Checking and Correcting
(ECC) in a Memory System,” the disclosure of which is
hereby incorporated by reference in its entirety.

FIELD OF USE

The present disclosure relates to error checking and cor-
recting (ECC) in a memory.

BACKGROUND

A memory module, such as a dual in-line memory module
(DIMM), may include multiple memory integrated circuits or
chips, such as dynamic random-access memory (DRAM)
chips. A memory module that does not include error checking
and correcting capability (referred to as non-ECC memory)
typically includes 8 chips per side for storing data. A memory
module may be designed with one or more independent sets
of memory chips connected to the same address and data
buses. Each such set of memory chips is referred to as a rank.
Because all ranks of'a memory module share the same buses,
only one rank may be accessed at a time.

A memory module may include x4 (by 4) memory chips or
%8 (by 8) memory chips. “x4” or “x8” refer to the data width
of the memory chips in bits. For a x4 memory module, each
memory chip has a data width of 4 bits, which provides 4 data
bits on each access. A x4 memory module with 8 chips per
side has a data width of 32 bits per side. A memory controller
that accesses 64 bits of data at a time needs to access both
sides of an 8-chip x4 memory module at the same time to read
or write the data. A two-sided memory module where both
sides are accessed at the same time is a single-ranked memory
module.

For a x8 memory module, each memory chip has a data
width of 8 bits, which provides 8 data bits on each access. A
x8 memory module with 8 chips per side has a data width of
64 bits per side. A memory controller that accesses 64 bits of
data at a time accesses one side of an 8-chip x8 memory
module at a time to read or write the data. A two-sided
memory module where one side is accessed at a time is a
dual-ranked memory module.

A memory module may include ECC capability to detect
and correct bit errors in data stored in the memory module. A
memory module that includes ECC capability (referred to as
an ECC memory) encodes data by generating ECC bits, e.g.,
redundancy bits or parity bits, that are stored along with the
data in the memory module. A conventional ECC memory
may use a Single Error Correct, Double Error Detect (SEC-
DED) algorithm to detect and correct single-bit errors and
detect, but not correct, double-bit errors in a data word. A data
word as used in this disclosure is the largest unit of data, not
including the ECC bits, that can be transferred to and from a
memory module in a single operation. Enhanced Hamming
Code, which generates 7 Hamming check bits and 1 parity bit,
may be used to provide SEC-DED protection for each data
word.
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2

An ECC memory typically includes 9 chips per side for
storing data and ECC bits that can be used to detect and
correct errors in the data. An ECC memory canalso include an
interface that can provide simultaneous access of a data word
and its corresponding ECC bits. A data word and its corre-
sponding ECC bits are referred to as an encoded word. For
example, an ECC memory that can provide 8 ECC bits for
each 32-bit data word may include a 40-bit wide interface to
access a 40-bitencoded word. Similarly, an ECC memory that
can provide 8 ECC bits for each 64-bit data word may include
a 72-bit wide interface to access a 72-bit encoded word.

Because conventional ECC algorithms, such as SEC-DED,
detect and correct single-bit errors in a data word, an unre-
coverable data loss can occur when multiple bits in a data
word are in error or when a memory chip on a memory
module fails. In either situation, the number of bits in error is
greater than the number of bits protected by a conventional
ECC memory. For example, when a x8 memory chip fails, a
conventional ECC memory cannot recover the 8 bits of data
that are lost because a conventional ECC memory only pro-
tects against single-bit failures.

To prevent unrecoverable data loss, ECC memories have
been designed to protect data from single memory chip fail-
ures and multi-bit errors from a single memory chip (referred
to as advanced ECC). In such an advanced ECC memory, the
bits of an encoded word are distributed across multiple
memory chips such that failure of or multi-bit errors from a
single memory chip will affect only one bit in an encoded
word. Each bit that is stored on a memory chip corresponds to
a different encoded word. For example, if an advanced ECC
memory included x4 memory chips, each of the 4 bits pro-
vided by the memory chip during a read operation would
correspond to a different encoded word. Thus, even in the
case of an entire memory chip failure, an encoded word will
have no more than one bit of bad data, which can be corrected
using conventional ECC algorithms such as SEC-DED.

As an example, a 72-bit encoded word may be protected
from unrecoverable data loss using an advanced ECC
memory that includes 4 memory modules each having 18
chips. The encoded word may be divided into four 18-bit
segments. Each 18-bit segment may be stored in a separate
memory module. Each bit of an 18-bit segment may be stored
in a separate memory chip.

If the advanced ECC memory includes four single-ranked
x4 memory modules, 4 ranks may need to be accessed to
transfer a 72-bit encoded word to or from the advanced ECC
memory. If the advanced ECC memory includes four dual-
ranked x8 memory modules, 8 ranks may need to be accessed
to transfer a 72-bit encoded word to or from the advanced
ECC memory. Accessing multiple ranks to transfer an
encoded word may impact the performance of an advanced
ECC memory by increasing access latency due to a time
needed to switch shared buses between the multiple ranks and
a time needed to transfer data to or from one rank at a time.

Data that is to be written to an advanced ECC memory may
need to be interleaved in order to write each bit of an encoded
word to a different memory chip. Data that is read from an
advanced ECC memory may need to be de-interleaved to
reconstruct the desired encoded word that was stored on
multiple memory chips. The interleaving of data that is to be
written and de-interleaving of data that is read may also
impact the performance of an advanced ECC memory by
further increasing access latency corresponding to a time
needed to perform the interleaving or de-interleaving of the
data.

To transfer a 72-bit encoded word to or from an advanced
ECC memory that includes four single-ranked x4 memory
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modules, 288 bits (72 bitsx4 modulesx1 rank per module) of
data may need to be transferred to or from the advanced ECC
memory. To transfer a 72-bit encoded word to or from an
advanced ECC memory that includes four dual-ranked x8
memory modules, 576 bits (72 bitsx4 modulesx2 ranks per
module) of data may need to be transferred to or from the
advanced ECC memory. Generally, to read an encoded word
from an advanced ECC memory, large blocks of data that
include data other than a desired encoded word may also need
to be transferred along with the desired encoded word. To
write data to an advanced ECC memory, large blocks of data
that include multiple encoded words may need to be gener-
ated and buffered before the writing of the data can be per-
formed.

Because large blocks of data that include multiple encoded
words are transferred to or from an advanced ECC memory
each time a single encoded word is requested or modified, the
advanced ECC memory may need to perform read-modify-
write (RMW) to modify a single encoded word. For RMW,
the advanced ECC memory reads a large block of data that
includes the encoded word that has been modified. The
advanced ECC memory may replace the bits of an encoded
word in the large block of data that correspond to the bits of
the modified encoded word. The large block of data with the
modified encoded word is then written back to the advanced
ECC memory. RMW may impact the performance of an
advanced ECC memory by decreasing data throughput and
increasing access latency. To write a single encoded word to
an advanced ECC memory, the ECC memory needs to per-
form a read operation and a write operation. This may
decrease a rate at which data can be written to the advanced
ECC memory and increase an amount of time needed to write
data to the advanced ECC memory.

SUMMARY

The present disclosure describes systems and techniques
relating to ECC capability for a memory that can protect data
from errors caused by the failure of up to two memory devices
and multi-bit errors in a single memory chip (referred to in
this disclosure as ChipRaid-ECC). In general, in one aspect,
the present disclosure describes a memory controller that is
configured to receive a data word to be stored in the memory,
generate error checking and correcting (ECC) information for
the data word, the data word and ECC information forming an
encoded word, and distribute bits of the encoded word across
a plurality of concurrently accessible memory devices in
accordance with one or more indications specifying a number
of the bits of the encoded word to store in a wordline of each
of the plurality of concurrently accessible memory devices,
wherein bits of the data word are to be stored in two or more
memory devices of the plurality of memory devices, and bits
of the ECC information are to be stored in two or more
memory devices of the plurality of memory devices.

The described systems and techniques can be implemented
to realize none, one, or more of the following advantages.
ChipRaid-ECC capability may be provided for a non-ECC
memory. Providing ChipRaid-ECC capability for a non-ECC
memory may reduce the cost typically associated with a sys-
tem having ECC capability because a non-ECC memory is
typically less expensive and uses less power than an ECC
memory. ChipRaid-ECC capability may be provided for an
ECC memory that includes ECC circuitry built into the
device. ChipRaid-ECC capability may be provided in addi-
tion to or as an alternative to ECC capabilities provided by an
ECC memory. Providing ChipRaid-ECC capability for an
ECC memory may improve performance of an ECC memory
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with respect to access latency and data throughput as com-
pared to the ECC used by the ECC memory. For example,
ChipRaid-ECC may distribute a data word and ECC infor-
mation across memory chips in a same rank, which avoids
access latency associated with advanced ECC such as access
latency due to a time needed to switch shared buses between
multiple ranks, a time needed to transfer data to or from one
rank at a time, and a time needed to process large blocks of
data. As another example, RMW operations can be avoided
by generating 1 byte of ECC for every 1 byte of data and
writing bytes of data and its corresponding bytes of ECC to a
memory directly. ChipRaid-ECC may provide data with
stronger ECC protection than advanced ECC. For example,
ChipRaid-ECC may generate a 2-byte ECC segment for each
8 bytes of data, which can provide 2-bit error correction and
3-bit error detection for 8 bytes of data. Multi-bit error detec-
tion may protect data from multi-bit errors in a single memory
chip. Advanced ECC memories typically do not provide ECC
capability with two or more bit error correction. ChipRaid-
ECC may protect data from errors caused by the failure of two
memory devices by calculating two different checksums for
an encoded word. Advanced ECC memories typically do not
protect data from errors caused by the failure of more than one
memory device, ChipRaid-ECC capability may be provided
for memories with non-conventional or custom interface con-
figurations. For example, ChipRaid-ECC may be provided
for a memory having a 48-bit interface.

The described systems and techniques can be implemented
in electronic circuitry, computer hardware, firmware, soft-
ware, or in combinations of them, such as the structural means
disclosed in this specification and structural equivalents
thereof. This can include at least one computer-readable
medium embodying a program operable to cause one or more
data processing apparatus to perform operations described.
Thus, program implementations can be realized from a dis-
closed method, system, or apparatus, and apparatus imple-
mentations can be realized from a disclosed system, com-
puter-readable medium, or method. Similarly, method
implementations can be realized from a disclosed system,
computer-readable medium, or apparatus, and system imple-
mentations can be realized from a disclosed method, com-
puter-readable medium, or apparatus.

Details of one or more implementations are set forth in the
accompanying drawings and the description below. Other
features, objects, and advantages may be apparent from the
description and drawings, and from the claims.

DESCRIPTION OF DRAWINGS

FIG. 1is block diagram showing an example of a system in
which an ECC controller may be utilized to provide
ChipRaid-ECC capability for a memory.

FIG. 2 is a flowchart showing examples of operations per-
formed by an ECC controller to process a data word using
ChipRaid-ECC.

FIG. 3 shows an example of data formats of encoded words
that include interleaved data and interleaved ECC informa-
tion.

FIGS. 4-7 show examples of memories that include
memory devices that are designated for storing only data or
only ECC information

FIGS. 8 and 9 show examples of memories that include one
or more memory devices that are designated for storing only
ECC information and remaining memory devices that are
designated for storing both data and ECC information.

DETAILED DESCRIPTION

Various implementations of the present disclosure are dis-
cussed below in the context of ChipRaid-ECC capability for
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a memory. The systems and techniques described in this
disclosure are generally applicable to any memory system for
which it is desirable to provide ChipRaid-ECC capability.
While specific implementations of memory and memory con-
trollers are illustrated and described, many other memory and
memory controller implementations may exist that include
components different than those illustrated and described
below.

FIG. 1is a block diagram showing an example of a system
100 that includes a memory controller 101 in which an ECC
controller 102 may be utilized to provide ChipRaid-ECC
capability foramemory 103. The memory controller 101 may
include multiple system ports 104a, 1045 and 104¢, an arbiter
105, and a command scheduler 106. The system ports 1044,
1045, 104¢ may connect the memory controller 101 to other
components of the system 100, such as a central processing
unit (CPU) 110, a graphics processor 111, and a direct
memory access (DMA) controller 112. The arbiter 105 may
perform arbitration of memory access requests from the sys-
tem ports 104. The command scheduler 106 may schedule
memory access requests from the ECC controller 102 based
on various factors, such as memory bank status, access pri-
ority, and access type (e.g., read or write).

The memory controller 101 includes a memory interface
107 that connects the memory controller 101 to the memory
103. The memory interface 107 may be configured to connect
with a non-ECC memory, an ECC memory, or a non-conven-
tional or custom memory. In some implementations, the
memory interface 107 may be 32 bits or 64 bits wide to
connect with a non-ECC memory. In some implementations,
the memory interface 107 may be 40 bits or 72 bits wide to
connect with an ECC memory. In some implementations, the
memory interface 107 may be 48 bits wide to connect with a
custom memory that provides 48 bits at a time. In some
implementations, the memory interface 107 may be 80 bits
wide to connect with a custom memory that provides 64 bits
of data, 8 bits of ECC, and 8 bits of checksum.

The memory 103 may include any memory system for
which it is desirable to provide ChipRaid-ECC capability. In
some implementations, the memory 103 may include a vola-
tile memory, such as random-access memory (RAM), includ-
ing a dynamic random-access memory (DRAM), a static
random-access memory (SRAM), a double data rate random-
access memory (DDR RAM), or other similar devices. In
some implementations, the memory 103 may include a non-
volatile memory, such as a flash memory or other similar
persistent storage devices. The memory controller 101 and
the memory 103 can be included in an integrated circuit
device, such as a system on chip (SoC) device.

The memory 103 may be a non-ECC memory or an ECC
memory. A non-ECC memory is an integrated circuit device
without ECC circuitry built into the device, whereas an ECC
memory is an integrated circuit device with ECC circuitry
built into the device. ECC circuitry built into an ECC memory
may include an ECC controller, an additional memory chip,
and a wider interface. Even though an ECC memory may
include an additional memory chip and a wider interface, a
non-ECC memory and an ECC memory can provide the same
data throughput.

The memory 103 includes multiple memory devices 103
(1), 103(2) to 103(»). Examples of such memory devices
include modules, chips, or disks. The memory 103 includes
one or more independent sets of memory devices connected
to the same address and data buses. Each independent set of
memory devices is referred to as a rank. Only one rank of the
memory 103 may be accessed at a time.
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In some implementations, the memory devices 103(1), 103
(2) to 103(%) may be x4 memory devices. Each x4 memory
device has a data width of 4 bits. A set of eight x4 memory
devices may form a rank to provide access to 32 bits of data at
atime. A set of sixteen x4 memory devices may form a rank
to provide access to 64 bits of data at a time. A set of eighteen
x4 memory devices may form a rank to provide access to 72
bits of data at a time.

In some implementations, the memory devices 103(1), 103
(2) to 103(%) may be x8 memory devices. Each x8 memory
device has a data width of 8 bits. A set of four x8 memory
devices may form a rank to provide access to 32 bits of data at
atime. A set of five x8 memory devices may form a rank to
provide access to 40 bits of data at a time. A set of six x8
memory devices may form a rank to provide access to 48 bits
of'data at a time. A set of eight x8 memory devices may form
a rank to provide access to 64 bits of data at a time, A set of
nine x8 memory devices may form a rank to provide access to
72 bits of data at a time.

The ECC controller 102 provides ChipRaid-ECC capabil-
ity for the memory 103. The ECC controller 102 may receive
a programming input that the ECC controller 102 uses to
provide Chip-Raid ECC capability. In some implementa-
tions, the programming input may be values specified by
software or firmware executed by the memory controller 101
or the ECC controller 102. In some implementations, the
programming input may be received from an external source,
e.g., auser of the system 100, while the ECC controller 102 is
processing data.

FIG. 2 is a flowchart showing examples of operations 200
performed by an ECC controller, e.g., the ECC controller 102
of FIG. 1, to process a data word that is to be stored in a
memory using ChipRaid-ECC. At 202, the ECC controller
receives the data word that is to be stored in a memory such as
memory 103 of FIG. 1. A data word as used in this disclosure
is the largest unit of data, not including ECC information, that
can be transferred to and from the memory in a single opera-
tion. For example, a data word may include 32 bits or 64 bits
of data received from a. system component, e.g., CPU 110,
graphics processor 111, or DMA controller 112 of FIG. 1.

At 204, the ECC controller generates one or more bits of
ECC information for the data word. The ECC information
may include ECC bits that can be used to detect and correct bit
errors in the data word. The ECC controller may generate a set
of ECC bits (referred to ECC segments) for each data block
(e.g., 1 byte of data, 4 bytes of data, 8 bytes of data, 16 bytes
of data, or other numbers of bytes of data) of the data word.
The data block size and ECC segment size may be variable
based on, for example, factors that affect integrity of a data
signal. Factors that affect the integrity of the data signal may
include data rate, clock frequency, temperature, or power
consumption level at which the memory is operating. Other
factors that affect the integrity of the data signal may include
external radiation and noise. The data block size and the ECC
segment size may be programmable and may be based on the
programming input to the ECC controller. The programming
input may specity, for example, a number of ECC bits to
generate for the data word, the data block size, or the ECC
segment size.

The ECC controller 102 may use any suitable ECC algo-
rithm to generate the ECC segments for each data block of the
data word, such as enhanced Hamming code, SEC-DED, or
Bose-Chaudhuri-Hocquenghem  (BCH) code. Using
enhanced Hamming code or SEC-DED to protect a data block
may provide the data block with 1-bit error correction and
2-bit error detection. Using BCH code to protect a data block
may provide the data block with 2-bit error correction.
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For example, the ECC controller may generate a 6-bit ECC
segment for a 1-byte block of data using enhanced Hamming
code, which provides 1-bit error correction and 2-bit error
detection for the 1 byte of data. As another example, the ECC
controller may generate a 8-bit ECC segment for 1-byte block
of'datausing BCH code, which provides 2-bit error correction
and 2-bit error detection for the 1 byte of data. As yet another
example, the ECC controller may generate a 2-byte ECC
segment for an 8-byte block of data, which provides 2-bit
error correction and 3-bit error detection for 8 bytes of data.
Other data block sizes and ECC segment sizes are possible. In
general, the ability to correct errors in a data word is depen-
dent upon which ECC algorithm is used to generate the ECC
segments and how many bits are in an ECC segment.

RMW can be avoided using ChipRaid-ECC to protect data
written to a memory when only a portion of the data word is
being modified. RMW can be avoided by generating a 1-byte
ECC segment for a 1-byte block of data, which provides 1-bit
error correction and 2-bit error detection for the 1 byte of data.
When a portion of an encoded word is modified, the ECC
controller can write the modified bytes of data and the corre-
sponding modified bytes of ECC information to the memory
directly without performing RMW operations because 1 byte
of data corresponds to 1 byte of ECC information. To write
the bytes of data and the bytes of the ECC information, the
ECC controller can use a data mask, or write strobe, to indi-
cate the bytes of the encoded word that are to be updated and
the bytes of the encoded word that are not to be updated.

At 206, the ECC controller may optionally interleave bits
of one or more data words including the data word, which
may create a more uniform distribution of errors. In some
implementations, the ECC controller may interleave bits of a
first portion of the data word and bits of a second portion of
the data word and distribute the interleaved data word across
two encoded words. For example, the ECC controller may
interleave every bit of the first portion and the second portion
of the data word. The ECC controller may distribute the
interleaved data word across two encoded words. As another
example, the ECC controller may interleave every other bit of
the first portion and the second portion of the data word to
form the two encoded words. The first encoded word includes
odd bits of the first portion of the data word and odd bits of the
second portion of the data word. The second encoded word
includes even bits of the first portion of the data word and even
bits of the second portion of the data word.

In some implementations, the ECC controller may inter-
leave bits of the data word and bits of one or more other data
words and distribute the interleaved data words across two or
more encoded words in a similar fashion as described above
for interleaving portions of the data word. For example, the
ECC controller may interleave the data word and one other
data word and distribute the interleaved data words across two
encoded words. The ECC controller may interleave the data
word and three other data words and distribute the interleaved
data words across four encoded words. The ECC controller
may interleave the data word and seven other data words and
distribute the interleaved data words across eight encoded
words. Interleaving multiple data words provides the capa-
bility to correct multi-bit errors in a wordline of the memory
that are associated with different data words. A wordline as
used in this disclosure refers to a row of a memory device. The
number of data words to interleave may be programmable and
may be based on the programming input to the ECC control-
ler. The programming input may specify, for example, the
number of data words to interleave, the number of multi-bit
errors to provide protection against, or the number of bits of a
data word to store in a wordline of a memory device.
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At 208, the ECC controller may optionally interleave bits
of ECC information generated for one or more data words,
including the ECC information generated for the data word.
In some implementations, the ECC controller may interleave
bits of a first portion of the ECC information and bits of a
second portion of the ECC information and distribute the
interleaved ECC information across two encoded words. For
example, the ECC controller may interleave every bit of the
first portion and the second portion of the ECC information.
The ECC controller may distribute the interleaved ECC infor-
mation across two encoded words. As another example, the
ECC controller may interleave every other bit of the first
portion and the second portion of the ECC information to
form two encoded words. The first encoded word includes
odd bits of the first portion of the ECC information and odd
bits ofthe second portion of the ECC information. The second
encoded word includes even bits of the first portion of the
ECC information and even bits of the second portion of the
ECC information.

In some implementations, the ECC controller may inter-
leave bits of the ECC information and bits of ECC informa-
tion generated for one or more other data words and distribute
the interleaved ECC information across two or more encoded
words in a similar fashion as described above for interleaving
multiple data words. The number of ECC words to interleave
corresponds to the number of data words to interleave, which
may be programmable and may be based on the programming
input to the ECC controller, as described above.

FIG. 3 shows an example of data formats of encoded words
that include interleaved data and interleaved ECC informa-
tion. The ECC controller receives a data word 302. The data
word 302 may be a 64-bit data word (the bytes are referenced
in FIG. 3 using base 4 numbers). The ECC controller gener-
ates ECC information 304 for the data word 302. The ECC
controller may generate 6 bits of the ECC information 304 for
each byte of the data word 302 to generate 48 bits of ECC
information.

The ECC controller interleaves a first portion 306 of the
data word and a second portion 308 of the data word. For
example, the ECC controller may interleave bytes D00 and
D10 as follows: D00'[7:0]={D10[6], D00[6], D10[4], D00
[4], D10[2], D00[2], D10[0], D00[0]} and D10'[7:0]={D10
[7], D0OO[7], D10[5], DOO[5], D10[3], D00[3], D10[1], D00
[1]}. The ECC controller may interleave bytes D01, D11,
D02, D12, D03, D13 in a similar fashion to generate D01,
D11, D02', D12, D03, D13". In this implementation, the odd
bits of the first portion 306 and the odd bits of the second
portion 308 are interleaved, and the even bits of the first
portion 306 and the even bits of the second portion 308 are
interleaved.

The ECC controller interleaves a first portion 310 of the
ECC information and a second portion 312 of the ECC infor-
mation. For example, the ECC controller may interleave the 6
bits of ECC information E00 and the 6 bits of ECC informa-
tion E10 as follows: E00"[5:0]={E10[4], B00[4], E10[2],
BE00[2], E10[0], E00[0]} and E10'[5:0]={E10[5], E00[5],
E10[3], E00[3], E10[1], E00[1]}. The ECC controller may
interleave E01, E11, E02, E12, E03, E13 in a similar fashion
to generate E01', E11', E02', E12', E03', E13". In this imple-
mentation, the odd bits of the first portion 310 and the odd bits
of'the second portion 312 are interleaved, and the even bits of
the first portion 310 and the even bits of the second portion
312 are interleaved.

The ECC controller forms two 64-bit encoded words 314
and 316. Encoded word 314 includes a first portion of the
interleaved data word and a first portion of the interleaved
ECC information. Encoded word 316 includes a second por-
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tion of the interleaved data word and a second portion of the
interleaved ECC information. The two encoded words 314
and 316 may each include a 1-byte checksum CS0 and CS1,
which will be described in more detail later in this disclosure.

Interleaving the data word and ECC information distribut-
ing the interleaved data word and ECC information across
two encoded words may provide protection for some multi-
bit error situations. For example, the encoded word 314 may
have 2 bits that are in error. The error may have occurred when
the encoded word 314 was being read from a memory, and
bits D00'[0] and D00'[1] became flipped while being read.
The 2-bit error in the encoded word 314 may not be correct-
able without de-interleaving the encoded word. Since bit
D00'[0] corresponds to bit D00[0] of the first portion 306 and
bit D00'[1] corresponds to bit D10[0] of the second portion
308, the encoded word 314 is de-interleaved to generate the
first portion 306 and the second portion 308. The first portion
306 has 1 bit that is in error, and the second portion 308 has 1
bit that is in error. The single bit errors in each of the first
portion 306 and the second portion 308 can now be corrected.

Returning to FIG. 2 at 210, the ECC controller may option-
ally interleave data blocks of the data word and ECC seg-
ments of the ECC information for storage in the memory. For
example, an encoded word may be arranged such thata 1-byte
data block is followed by its corresponding 6-bit ECC seg-
ment. As another example, an encoded word may be arranged
such that a 1-byte data block is followed by its corresponding
1-byte ECC segment. As yet another example, an encoded
word may be arranged such that an 8-byte data block is
followed by its corresponding 2-byte ECC segment. Data
blocks and ECC segments having sizes other than those
described above may be interleaved. When 1 byte of data is
interleaved with 1 byte of ECC information and a portion of
the encoded word is modified, the ECC controller can write
the modified bytes of data and the corresponding modified
bytes of ECC information to the memory directly without
performing RMW operations. To write the bytes of data and
the bytes of the ECC information, the ECC controller can use
a data mask, or write strobe, to indicate the bytes of the
encoded word that are to be updated and the bytes of the
encoded word that are not to be updated.

At 212, the ECC controller generates one or more bytes of
additional ECC information. The additional ECC informa-
tion may include checksum bits or parity bits that can be used
to detect and correct errors in the encoded word. The ECC
controller 102 may use any suitable algorithm to generate
checksum bits, suchas RAID 5 orRAID 6. Using RAID 5, the
ECC controller may generate checksum bits for an encoded
word by computing an XOR across all data bytes and ECC
bytes of an encoded word. Using RAID 5 to generate check-
sum bits protects data from errors caused by the failure of one
memory device. Using RAID 6, the ECC controller may
generate two different sets of checksum bits for an encoded
word. The first set of checksum bits is generated by comput-
ing an XOR across all data bytes and ECC bytes of the
encoded word, as in RAID 5. The second set of checksum bits
is generated by computing an XOR across shifted versions of
the data bytes and shifted versions of the ECC bytes of the
encoded word. Using RAID 6 to generate two different sets of
checksum bits protects data from errors caused by the failure
of two memory devices.

In the example of FIG. 3, the ECC controller generates a
1-byte checksum CS0 for the encoded word 314 and a 1-byte
checksum CS1 for the encoded word 316. To generate each
checksum, the ECC controller computes an XOR across all
data bytes and ECC bytes of the corresponding encoded
word. For example, CS0 is computed as follows: CS0=D00'

10

15

20

25

30

35

40

45

50

55

60

65

10
[7:0] XOR D01'[7:0] XOR D02'[7:0] XOR D03'[7:0] XOR
E0'[24:16] XOR E0'[15:8] XOR E07:0] where E0'[24:0]
={E03'[5:0], E02'[5:0], B01'[5:0], E00'[5:0]}. The ECC con-
troller computes CS1 for encoded word 316 in a similar
fashion.

Returning to FIG. 2 at 214, the ECC controller distributes
the encoded word and the one or more checksums across
memory devices in the same rank. The ECC controller may
distribute the bits of the encoded word across the memory
devices such that each memory device stores more than one
bit of the data word, the ECC information, or both the data
word and the ECC information. The ECC controller may
distribute the bits of the data word across two or more
memory devices and the bits of ECC information across two
or more other memory devices. The ECC controller may
distribute the bits of the encoded word across the memory
devices in accordance with the programming input to the
ECC controller. The programming input may specify the
number of bits of the encoded word to store in a wordline of
each memory device. The ECC controller may determine how
to distribute the data word and the ECC information across
memory devices based on a length of the data word, a length
of the ECC information, a length of the encoded word, an
interface width of the memory, a width of each memory
device of the memory, and a number of memory devices in a
rank.

In some implementations, the ECC controller distributes
the bits of the data word across a first set of the memory
devices that are designated for storing only data bits and
distributes the bits of the ECC information across a second,
different set of memory devices that are designated for storing
only ECC information. In some implementations, the ECC
controller distributes the bits of the data word and the ECC
information such that one or more memory devices store only
checksum bits, and the remaining memory devices store both
data bits and ECC bits. For a memory device that stores both
data bits and ECC bits, the data bits and ECC bits are stored
in separate locations of the memory device. In some imple-
mentations, the data bits and ECC bits may be stored in
different banks of the memory device. In some implementa-
tions, the data bits and ECC bits may be stored in the same
wordline of the memory device, but in different sections of the
wordline.

FIGS. 4-7 show examples of memories that include
memory devices that are designated for storing only data bits
oronly ECC information. FIG. 4 shows an example of a 64-bit
memory 402 that includes eight x8 memory devices, e.g.,
Device 0, Device 1, Device 2, Device 3, Device 4, Device 5,
Device 6, and Device 7, that are in the same rank. Each of the
memory devices provides access to 8 bits at a time. The set of
eight memory devices provides access to 64 bits at a time.

The encoded word 404 includes a 32-bit data word, 24 ECC
bits, and an 8-bit checksum. Each 6 bits of the 24 ECC bits
correspond to a byte of the data word, e.g., E0[0:5] corre-
sponds to DO0[7:0]. The encoded word 404 is distributed
across the eight memory devices such that each memory
device stores only data bits or only ECC information. Each
memory device stores a byte of either the data word or the
ECC information. For example, byte D0 is stored in Device 0,
byte D1 is stored in Device 1, byte D2 is stored in Device 2,
byte D3 is stored in Device 3, a first byte of ECC information
E[24:16] is stored in Device 4, a second byte of ECC infor-
mation E[15:8] is stored in Device 5, a third byte of ECC
information E[7:0] is stored in Device 6, and a checksum CS
is stored in Device 7. The ECC information E[24:0] includes
the 6-bit ECC segments E0, E1,E2, B3 such that E[24:0]={E3
[5:0], E2[5:0], E1[5:0], EO[5:0]}.
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FIGS. 5 and 6 show examples of 72-bit memories 502, 602
that include nine x8 memory devices, e.g., Device 0, Device
1, Device 2, Device 3, Device 4, Device 5, Device 6, Device
7,and Device 8, that are in the same rank. Each of the memory
devices provides access to 8 bits at a time. The set of nine
memory devices provides access to 72 bits at a time.

In FIGS. 5 and 6, each of the encoded words 504, 604
includes a 32-bit data word, 32 ECC bits, and an 8-bit check-
sum. Each byte ofthe 32 bits of ECC information corresponds
to a byte of the data word, e.g., E0[7:0] corresponds to DO[7:
0]. Each of the encoded words 504, 604 are distributed across
nine memory devices such that each memory device stores
only data bits or only ECC information.

In the examples of FIG. 5 and F1G. 6, RMW can be avoided
when only a portion of the data word is being modified
because 1 byte of data corresponds to 1 byte of ECC infor-
mation. When a portion of an encoded word is modified, the
ECC controller can write the modified bytes of data and the
corresponding modified bytes of ECC information to the
memory directly without performing RMW operations. To
write the bytes of data and the bytes of the ECC information,
the ECC controller can use a data mask, or write strobe, to
indicate the bytes of the encoded word that are to be updated
and the bytes of the encoded word that are not to be updated.

In the example of FIG. 5, the encoded word 504 is distrib-
uted across the nine memory devices so that byte D0 is stored
in Device 0, byte D1 is stored in Device 1, byte D2 is stored
in Device 2, byte D3 is stored in Device 3, byte E0 is stored in
Device 4, byte E1 is stored in Device 5, byte E2 is stored in
Device 6, byte E3 is stored in Device 7, and a checksum CS is
stored in Device 8.

In the example of FIG. 6, the encoded word 604 is formed
by interleaving the data bytes and the ECC byes. In other
words, the encoded word 604 is arranged in a format where
each byte of the data word is followed by its corresponding
ECC byte. The encoded word 604 is distributed across the
nine memory devices so that that byte D0 is stored in Device
0, byte E0 is stored in Device 1, byte D1 is stored in Device 2,
byte E1 is stored in Device 3, byte D2 is stored in Device 4,
byte E2 is stored in Device 5, byte D3 is stored in Device 6,
byte E3 is stored in Device 7, and a checksum CS is stored in
Device 8.

FIG. 7 shows an example of a 48-bit memory 702 that
includes six x8 memory devices, e.g., Device 0, Device 1,
Device 2, Device 3, Device 4, and Device 5, that are in the
same rank. Each of the memory devices provides access to 8
bits at a time. The set of six memory devices provides access
to 48 bits at a time.

The encoded word 704 includes a 32-bit data word, 8 ECC
bits, and an 8-bit checksum. The 8 ECC bits are generated for
the entire 32-bit data word. The encoded word 704 is distrib-
uted across the eight memory devices such that each memory
device stores only data bits or only ECC information. Each
memory device stores a byte of either the data word or the
ECC information. For example, byte D0 is stored in Device 0,
byte D1 is stored in Device 1, byte D2 is stored in Device 2,
byte D3 is stored in Device 3, byte ECC is stored in Device 4,
and a checksum CS is stored in Device 5. The checksum CS
protects the data word from errors caused by the failure of any
one of the six memory devices.

FIGS. 8 and 9 show examples of memories that store
checksum bits in one or more memory devices and both data
bits and ECC bits in each of the remaining memory devices.
FIG. 8 shows an example of a 72-bit memory 802 that
includes nine x8 memory devices, e.g., Device 0, Device 1,
Device 2, Device 3, Device 4, Device 5, Device 6, Device 7,
and Device 8, that are in the same rank. Each of the nine
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memory devices has multiple banks, e.g., Bank0 to Bank7.
Each of the memory devices provides access to 8 bits at a
time. The set of nine memory devices provides access to 72
bits at a time. Device 0 through Device 7 are designated for
storing both data bits and ECC bits. Device 8 is designated for
storing checksum bits CS.

Each memory device that stores both data bits and ECC bits
may store the bits as shown in either device 804 or device 806.
In device 804, the data bits and ECC bits are stored in different
banks of the memory device. In device 806, the data bits and
ECC bits are stored in the same wordline, but in different
sections of the wordline. The ratio of data bits to ECC bits is
based on the ECC algorithm used to generate the ECC bits.
For example, the ratio may be 8 bytes of data to 1 byte of ECC,
8 bytes of data to 2 bytes of ECC, 4 bytes of data to 1 byte of
ECC, and other ratios of data to ECC. The data and the ECC
may each be distributed evenly across the eight memory
devices that are designated for storing both data and ECC bits.
Other implementations for distributing the bits across
memory devices that are designated for storing both data and
ECC bits are possible.

FIG. 9 shows an example of a 72-bit memory 902 that
includes eighteen x4 memory devices, e.g., Device 0 through
Device 17, that are in the same rank. Each of the memory
devices provides access to 4 bits at a time. The set of 18
memory devices provides access to 72 bits at a time. Device
0 through Device 15 are designated for storing both data bits
and ECC bits. Device 16 is designated for storing a first
checksum CS1 corresponding to each encoded word. Device
17 is designated for storing a second checksum CS2 corre-
sponding to each encoded word. Any suitable algorithm, such
RAID 6, may be used to generate the checksums CS1 and
CS2. Using RAID 6 to generate the two different checksums
CS1 and CS2 protects data from errors caused by the failure
of any two of the memory devices in the memory 902.

A few implementations have been described in detail
above, and various modifications are possible. The disclosed
subject matter, including the functional operations described
in this specification, can be implemented in electronic cir-
cuitry, computer hardware, firmware, software, or in combi-
nations of them, such as the structural means disclosed in this
specification and structural equivalents thereof including sys-
tem on chip (SoC) implementations.

While this specification contains many specifics, these
should not be construed as limitations on the scope of what
may be claimed, but rather as descriptions of features that
may be specific to particular embodiments. Certain features
that are described in this specification in the context of sepa-
rate implementations can also be implemented in combina-
tion in a single implementation. Conversely, various features
that are described in the context of a single implementation
can also be implemented in multiple implementations sepa-
rately or in any suitable subcombination. Moreover, although
features may be described above as acting in certain combi-
nations and even initially claimed as such, one or more fea-
tures from a claimed combination can in some cases be
excised from the combination, and the claimed combination
may be directed to a subcombination or variation of a sub-
combination.

Similarly, while operations are depicted in the drawings in
a particular order, this should not be understood as requiring
that such operations be performed in the particular order
shown or in sequential order, or that all illustrated operations
be performed, to achieve desirable results. In certain circum-
stances, multitasking and parallel processing may be advan-
tageous. Moreover, the separation of various system compo-
nents in the implementations described above should not be
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understood as requiring such separation in all implementa-
tions. Other implementations fall within the scope of the
following claims.

What is claimed is:

1. An apparatus, comprising:

a memory interface configured to communicate with a
memory, the memory including a plurality of concur-
rently accessible memory devices; and

a controller coupled with the memory interface, the con-
troller configured to:
receive a data word to be stored in the memory,
generate error checking and correcting (ECC) informa-

tion for the data word, the data word and ECC infor-
mation forming an encoded word, and
distribute bits of the encoded word across the plurality of
concurrently accessible memory devices in accor-
dance with one or more indications specifying a num-
ber of the bits of the encoded word to store in a
wordline of each of the plurality of concurrently
accessible memory devices, wherein bits of the data
word are to be stored in two or more memory devices
of the plurality of memory devices, and bits of the
ECC information are to be stored in two or more
memory devices of the plurality of memory devices,
wherein the controller is configured to determine a distri-
bution of the bits of the encoded word across the plural-
ity of concurrently accessible memory devices and iden-
tify the two or more memory devices of the plurality of
memory devices in which the bits of the data word are to
be stored and the two or more memory devices of the
plurality of memory devices in which the bits of the ECC
information are to be stored.

2. The apparatus of claim 1, wherein the one or more
indications specify a number of the bits of the ECC informa-
tion to generate for the data word, and the controller is con-
figured to generate the ECC information in accordance with
the one or more indications specifying the number of the bits
of the ECC information to generate for the data word.

3. The apparatus of claim 1, wherein the ECC information
includes information that protects the encoded word from
errors caused by a failure of two memory devices of the
plurality of memory devices.

4. The apparatus of claim 1, wherein the controller is con-
figured to interleave the ECC information and the data word.

5. The apparatus of claim 1, wherein the controller is con-
figured to:

distribute the bits of the data word across a first set of
memory devices of the plurality of concurrently acces-
sible memory devices, the first set of memory devices
including the two or more memory devices of the plu-
rality of memory devices in which the bits of the data
word are to be stored and being designated for storing
only data bits; and

distribute the bits of the ECC information across a second,
different set of memory devices of the plurality of con-
currently accessible memory devices, the second set of
memory devices including the two or more memory
devices of the plurality of memory devices in which the
bits of the ECC information are to be stored and being
designated for storing only ECC bits.

6. The apparatus of claim 1, wherein the controller is con-
figured to distribute the bits of the encoded word such that one
or more memory devices of the plurality of concurrently
accessible memory devices store both a portion of the data
word and a portion of the ECC information.
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7. The apparatus of claim 1, wherein the controller is con-
figured to:

interleave the data word and one or more other data words

based on the one or more indications specifying the
number of the bits of the encoded word to store in the
wordline of each of the plurality of concurrently acces-
sible memory devices; and

interleave the ECC information and one or more other ECC

information based on the one or more indications speci-
fying the number of the bits of the encoded word to store
in the wordline of each of the plurality of concurrently
accessible memory devices.

8. The apparatus of claim 1, wherein the controller is con-
figured to determine the distribution of the bits of the encoded
word across the plurality of concurrently accessible memory
devices and identify the two or more memory devices of the
plurality of memory devices in which the bits of the data word
are to be stored and the two or more memory devices of the
plurality of memory devices in which the bits of the ECC
information are to be stored in response to a programming
input to the controller.

9. A system, comprising:

a memory that includes a plurality of concurrently acces-

sible memory devices; and

a controller coupled to the memory, the controller config-

ured to:
receive a data word to be stored in the memory,
generate error checking and correcting (ECC) informa-
tion for the data word, the data word and ECC infor-
mation forming an encoded word, and
distribute bits of the encoded word across the plurality of
concurrently accessible memory devices in accor-
dance with one or more indications specifying a num-
ber of the bits of the encoded word to store in a
wordline of each of the plurality of concurrently
accessible memory devices, wherein bits of the data
word are to be stored in two or more memory devices
of the plurality of memory devices, and bits of the
ECC information are to be stored in two or more
memory devices of the plurality of memory devices,
wherein the controller is configured to determine a distri-
bution of the bits of the encoded word across the plural-
ity of concurrently accessible memory devices and iden-
tify the two or more memory devices of the plurality of
memory devices in which the bits of the data word are to
be stored and the two or more memory devices of the
plurality of memory devices in which the bits of the ECC
information are to be stored.

10. The system of claim 9, wherein the one or more indi-
cations specify a number of the bits of the ECC information to
generate for the data word, and the controller is configured to
generate the ECC information in accordance with the one or
more indications specifying the number of the bits of the ECC
information to generate for the data word.

11. The system of claim 9 wherein the ECC information
includes information that protects the encoded word from
errors caused by a failure of two memory devices of the
plurality of memory devices.

12. The system of claim 9, wherein the controller is con-
figured to interleave the ECC information and the data word.

13. The system of claim 9, wherein the controller is con-
figured to:

distribute the bits of the data word across a first set of

memory devices of the plurality of concurrently acces-
sible memory devices, the first set of memory devices
including the two or more memory devices of the plu-
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rality of memory devices in which the bits of the data
word are to be stored and being designated for storing
only data bits; and

distribute the bits of the ECC information across a second,

different set of memory devices of the plurality of con-
currently accessible memory devices, the second set of
memory devices including the two or more memory
devices of the plurality of memory devices in which the
bits of the ECC information are to be stored and being
designated for storing only ECC bits.

14. The system of claim 9, wherein the controller is con-
figured to distribute the bits of the encoded word such that one
or more memory devices of the plurality of concurrently
accessible memory devices store both a portion of the data
word and a portion of the ECC information.

15. The system of claim 9, wherein the controller is con-
figured to:

interleave the data word and one or more other data words

based on the one or more indications specifying the
number of the bits of the encoded word to store in the
wordline of each of the plurality of concurrently acces-
sible memory devices; and

interleave the ECC information and one or more other ECC

information based on the one or more indications speci-
fying the number of the bits of the encoded word to store
in the wordline of each of the plurality of concurrently
accessible memory devices.

16. The system of claim 9, wherein the controller is con-
figured to determine the distribution of the bits of the encoded
word across the plurality of concurrently accessible memory
devices and identify the two or more memory devices of the
plurality of memory devices in which the bits of the data word
are to be stored and the two or more memory devices of the
plurality of memory devices in which the bits of the ECC
information are to be stored in response to a programming
input to the controller.

17. A method, comprising:

receiving a data word to be stored in a memory, the memory

including a plurality of concurrently accessible memory
devices;

generating error checking and correcting (ECC) informa-

tion for the data word, the data word and ECC informa-
tion forming an encoded word;
determining a distribution of bits of the encoded word
across the plurality of concurrently accessible memory
devices and identifying two or more memory devices of
the plurality of memory devices in which bits of the data
word are to be stored and two or more memory devices
of the plurality of memory devices in which bits of the
ECC information are to be stored; and

distributing the bits of the encoded word across the plural-
ity of concurrently accessible memory devices in accor-
dance with one or more indications specifying a number
of the bits of the encoded word to store in a wordline of
each of the plurality of concurrently accessible memory
devices, wherein the bits of the data word are to be stored
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in the two or more memory devices of the plurality of
memory devices, and the bits of the ECC information are
to be stored in the two or more memory devices of the
plurality of memory devices.

18. The method of claim 17, wherein distributing the bits of
the encoded word across the plurality of concurrently acces-
sible memory devices comprises:

distributing the bits of the data word across a first set of

memory devices of the plurality of concurrently acces-
sible memory devices, the first set of memory devices
including the two or more memory devices of the plu-
rality of memory devices in which the bits of the data
word are to be stored and being designated for storing
only data bits; and

distributing the bits of the ECC information across a sec-

ond, different set of memory devices of the plurality of
concurrently accessible memory devices, the second set
of memory devices including the two or more memory
devices of the plurality of memory devices in which the
bits of the ECC information are to be stored and being
designated for storing only ECC bits.

19. The method of claim 17, wherein distributing the bits of
the encoded word across the plurality of concurrently acces-
sible memory devices comprises:

distributing the bits of the encoded word such that one or

more memory devices of the plurality of concurrently
accessible memory devices store both a portion of the
data word and a portion of the ECC information.

20. The method of claim 17, further comprising:

interleaving the data word and one or more other data

words based on the one or more indications specifying
the number of the bits of the encoded word to store in the
wordline of each of the plurality of concurrently acces-
sible memory devices; and

interleaving the ECC information and one or more other

ECC information based on the one or more indications
specifying the number of the bits of the encoded word to
store in the wordline of each of the plurality of concur-
rently accessible memory devices.

21. The method of claim 17, wherein determining the dis-
tribution of the bits of the encoded word across the plurality of
concurrently accessible memory devices and identifying the
two or more memory devices of the plurality of memory
devices in which the bits of the data word are to be stored and
the two or more memory devices of the plurality of memory
devices in which the bits of the ECC information are to be
stored comprises:

determining the distribution of the bits of the encoded word

across the plurality of concurrently accessible memory
devices and identifying the two or more memory devices
of the plurality of memory devices in which the bits of
the data word are to be stored and the two or more
memory devices of the plurality of memory devices in
which the bits of the ECC information are to be stored in
response to a programming input to a controller.
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